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1 INTRODUCTION 

Transportation is accepted as a critical infrastructure 
in the view of many countries, including the USA [1], 
the EU [2] and Norway [3]. One transportation mode 
involves waterways and relies exclusively on vessels 
[4]. In fact, cargo vessels execute over 80% of world 
trade by volume [5]. Besides carrying cargo around 
the world, vessels serve other purposes, as well. 
Today, over 620,000 vessels sail for different 
purposes, not only transporting cargo but supporting 
a variety of other endeavours, such as training, 
research, and fishing [6]. Modern vessels are equipped 
with many information technology (IT) and 
operational technology (OT) systems for various 
purposes, such as navigation, propulsion, 
communication, cargo handling, safety, and security. 

However, a major drawback of advancing technology 
is cyber risks. Numerous cyber incidents affecting 
onboard ships have been disclosed to date [7,8]. 
Moreover, much research has revealed the cyber 
vulnerabilities of modern vessels’ computerised 
systems. 

Ethics represent societal beliefs; along these lines, 
ethical behaviour is generally described as accepted 
and universal norms [9]. Research ethics is the 
implementation of ethical principles in application of 
ethical principles to research activities, including the 
regulation of research, design and implementation of 
research, respect for society, the use of resources, and 
outputs [10]. Ethical committees for research activities 
in the world (e.g. Norwegian National Research Ethics 
Committees) operate to provide awareness and 
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encourage the implementation of generally accepted 
ethical principles [11]. Moreover, various associations 
(e.g. World Medical Association (WMA)) have issued 
proclamations of ethical principles in specific research 
fields (e.g. WMA Declaration of Helsinki - Ethical 
principles for medical research involving human 
subjects) [12]. Importantly, even though ethical norms 
may be linked with legislation, legislation is no 
substitute for morality [13]. Accordingly, researchers 
should be fully aware of ethical guidelines and the 
ethical acceptability of their investigative intent before 
performing a study [14]. 

Maritime cybersecurity research and its ethical 
norms differ from other areas of cyber research in 
several dimensions. While, in general, each researcher 
is responsible for anticipating the potential drawbacks 
that may arrise from their research, in the area of 
maritime cybersecurity, researchers are obligated to 
consider the implications and potential repercussions 
of their research from a wider perspective. Maritime 
transportation is typically an international mode of 
transportation performed by a multinational crew. 
The research process may impact negativelty many 
vessels operating under the flags of different states 
and crew members from many countries. As a result, 
international conflicts may arise during or after 
research. In many fields, researchers should, in 
general, avoid damaging a component or system over 
the course of an investigation. In the case of maritime 
cyber research, this concern has a wider scope. 
Assessing risks, including such possibilities as asset 
damage as well as the environmental and safety 
impacts of a potential marine accident, is the ethical 
responsibility of a researcher in this field. One 
difference that sets the maritime context apart from 
other fields is its unique work culture. A researcher 
should respect and be familiar with the dominant 
culture while participating in research, especially 
onboard a ship. Currently, both the amount of 
research and the number of researchers working in 
this field are relatively smaller than is characteristic of 
many of the longer-established research domains, 
such as finance, energy, and communication. 
However, the need for qualified researchers is highly 
likely to increase sharply in the future because of the 
growing digitalisation that is taking place in the 
maritime industry. As part of accommodating this 
critically necessary increase, researchers should 
support the training of junior researchers in this field. 
For all these reasons, the professional responsibilities 
of researchers studying maritime cybersecurity are 
greater than in other fields. 

Given that maritime cybersecurity is a relatively 
new research field, any guiding ethical norms have 
not yet been defined. The field has seen an increase in 
research trends, additional academic positions 
becoming available, and research projects focused 
specifically on maritime cybersecurity. Such growth 
points to the need for researchers and responsible 
authorities to discuss ethical issues in order to 
establish and ultimately follow ethical guidelines. 
Accordingly, this study addresses ethical principles 
and potential dilemmas in maritime cybersecurity 
research and provides specific examples to illustrate 
the points made herein. Thus, the study findings will 
assist researchers and responsible authorities in the 
case of any ethical conflicts regarding maritime 

cybersecurity studies. The study findings may prove 
useful for researchers and institutes working in 
collaboration with industry, as well. 

The study is organised as follows. Section two 
presents a review of the related literature, followed by 
a discussion of methodology used in the study in 
section three. In section four, ethical principles and 
dilemmas in maritime cybersecurity studies are 
identified. Consequently, section five offers a 
summary and suggests additional research topics for 
further investigation. 

2 RELATED WORK 

The book Ethics of Cybersecurity [15] comprises three 
parts: foundations, problems, and recommendations. 
The foundation section provides an introduction to 
cybersecurity and relevant topics, such as threats and 
defences in terms of software security, network 
security, and data security. Next, the book presents a 
discussion of problems associated with the topic. 
Examples taken from the book include the ethical 
paradox, freedom of political communication, and 
ethical and unethical hacking. Finally, 
recommendations are proposed, such as norms for 
states engaging in cyberspace and a framework for 
ethical cyber defence for companies. 

In a representative white paper [16], the authors 
outline ethical discourse and conflicts of cybersecurity 
in three domains (health, business, and national 
security), organised into four aspects (moral character, 
a literature review summary, identification of ethical 
issues, and domain-specific value characterisation). 
The differences between domains are also explained. 
Lastly, the paper provides a bibliometric analysis of 
publications, including the number of papers 
published per year and per domain, the geographic 
origin of various papers, funding, and citation 
patterns. 

The authors of [17] describe ethical norms of 
scientific research. Ethical principles in the study are 
divided into three categories, which comprise ethical 
scientific inquiry, ethical conduct and behaviours of 
researchers, and ethical treatment of research 
participants. Such categories are matched with ethical 
principles of duty to society, beneficence, conflict of 
interest, informed consent, integrity, non-
discrimination, nonexploitation, privacy and 
confidentiality, professional competence, and 
professional discipline. The book also addresses 
emerging ethics topics, such as big data, open data, 
and open science. 

The authors of the book Ethics and Policies for Cyber 
Operations [18] focus on the ethical issues surrounding 
accused state-sponsored cyberattacks. One chapter in 
particular presents a summary of the NATO 
Cooperative Cyber Defence Centre of Excellence 
(NATO CCDCOE) workshop on Ethics and Policies for 
Cyber Warfare in 2014. A crucial finding of this 
workshop is that regulations for cyber warfare are 
inadequate and require specific definition because of 
ethical concerns. The author of [19] similarly mentions 
the lack of recognition of ethical issues in 
cyberwarfare and goes on to clarify the relationship 
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between cyberwar and traditional war. Specifically, 
governments may initiate either cyberwar or 
traditional war as a response to any kind of attack. 

Another book [9] focuses on two aspects of IT 
ethics. First, the author explains in layman’s terms the 
importance of ethics in IT. Second, the book aims to 
help managers in the IT sector create a work 
environment where ethical rules are followed. The 
book provides a comprehensive view of ethics in IT 
through its discussion of different aspects, such as 
software development, intellectual property, ethics for 
IT workers and IT users, and the ethics of IT 
organisations. Along similar lines, [13] describes the 
ethical responsibilities of cybersecurity professionals 
and organisations.  

The authors of [20] investigate ethics in 
cybersecurity research through an examination of two 
cases. This paper also discusses ethical dilemmas and 
recommends developing a code of conduct for 
cybersecurity research to overcome these dilemmas. 
Such a code may protect researchers against legal 
claims and assist them in acting in the face of ethical 
barriers in their research field. 

Research papers are available to discuss ethical 
matters in different fields, such as business, social 
science, medicine, and veterinary science. However, 
studies addressing ethical issues have not been 
applied to the maritime in any detail. Several 
resolutions issued by the International Maritime 
Organization (IMO) describe ethical issues affecting 
organisational concerns [21,22]. Additionally, the 
author of [23] suggests that maritime training should 
include a component where ethical decision-making is 
taught. Ultimately, while various papers and books 
focused on ethics in cybersecurity research are 
currently available, none of these addresses 
specifically to maritime cybersecurity research. Thus, 
this paper seeks to fill this gap in the field. 

3 MATERIALS AND METHODS 

A literature review forms the foundation of this study. 
Scientific databases, including Springer Link, Science 
Direct, and Taylor & Francis Online, were searched. 
Google Scholar, ResearchGate, Academia.edu, and 
Web of Science were also searched to seek out 
additional relevant publications. Books, journal 
articles, and conference papers in English were 
considered. Only publications concerning research 
ethics – in particular, research ethics in cybersecurity – 
were considered. The discovered ethical principles 
and dilemmas were classified and investigated in 
detail. Citavi software [24] was used to extract data 
from the articles and manage the acquired knowledge. 
In the next step, irrelevant principles and dilemmas in 
relation to maritime cybersecurity research were 
eliminated. Finally, the paper was enriched with cases 
and examples of maritime cybersecurity. 

Additionally, the IMODOCS and IMO-Vega 
Database were used to discover cybersecurity-related 
activities in the IMO. The IMO-Vega Database, 
developed jointly by the IMO and DNV, maintains 
historical data and provides up-to-date IMO 
requirements [25]. The IMODOCS is the official web 

platform offered by the IMO to make IMO documents 
available for IMO member governments, 
intergovernmental agencies, and organisations in 
consultative status with the IMO [26]. 

The IMODOCS has several membership access 
levels with different limitations. The author was 
accepted via the IMO Internship Programme, which is 
designed for master students and Ph.D. candidates 
[27]. This status allowed the author to access the 
IMODOCS with the membership authority of the IMO 
Secretariat (Maritime Knowledge Centre). The 
membership level gave the author the same access 
authority as delegates of member states in the IMO, 
meaning that the author could access more IMO 
documents and records not available to the general 
public. 

4 RESEARCH ETHICS IN MARITIME 
CYBERSECURITY 

Over the past decade, interest in maritime 
cybersecurity has been increasing every year, as can 
be seen in the results found by searching services such 
as the Google Trends website, which offers statistics 
on the current search trends on Google [28]. Google 
Trends presents values in the form of a graph based 
on user-specified search terms and time frames. These 
values range from a minimum of 0 (which can also 
indicate insufficient data for analysis) to a maximum 
of 100. Figure 1 displays the results of a worldwide 
search for the keyword maritime cybersecurity for the 
period spanning 1 January 2012 to 31 December 2021. 
Google Trends provides data in monthly increments; 
these monthly values were averaged to yield 
cumulative by year, as shown in figure 1, to facilitate a 
better understanding of the trend. 

 
Figure 1. Google Trends search for the keyword maritime 
cybersecurity 

Data for the term maritime cybersecurity first became 
detectable by Google Trends in 2015, and the levels 
remained relatively consistent for the next few years. 
However, starting in 2017, the Google Trends results 
demonstrate an increasing trend for this term every 
year. Seeking to understand the reasons behind this 
trend led to a search for the keyword cyber on the 
IMODOCS platform. The term appears in the first 
cybersecurity-related document issued by the IMO, 
which was  published on 10 July 2014 and concerned 
a proposal by Canada to develop guidelines on 
maritime cybersecurity [29]. Not long after, two more 
cybersecurity-related documents were published in 
September 2014 [30,31]. Conceivably, three mentions 
in IMO documents issued in 2014 might have led to 
the first increase that Google Trends indicates for 
2015. 
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The steadily increasing trend in searches related to 
this topic since 2017 may also be connected to 
documents published that year. On 16 June 2017, the 
IMO issued Resolution MSC.428(98) – Maritime Cyber 
Risk Management in Safety Management Systems, which 
imposed various requirements on maritime 
companies after 1 January 2021 [32]. This resolution 
might represent the originating factor that motivated 
individuals’ interest in maritime cybersecurity. 

Since 2014, the IMO has kept up-to-date on 
maritime cyber security. As of 6 February 2022, a total 
of 45 IMO documents that reference cybersecurity 
issues could be located through the IMO-Vega 
Database and IMODOCS. The latest of these was 
published on 2 December 2021 and concerned a 
proposal by the Republic of Korea to develop relevant 
provisions for cybersecurity-related training for 
seafarers for possible inclusion in the Standards of 
Training Certification and Watchkeeping (STCW) 
Convention [33]. 

In recent years, numerous research projects have 
focused on cybersecurity in the maritime sector, such 
as Maritime Cyber Resilience (MarCy) [34], Cyber 
Security in Merchant Shipping – Service Evolution 
(CySiMS-SE) [35], Cyber-MAR [36], Cyber Resilience 
for the Shipping Industry (CyberShip) [37], and Cyber 
Security  of  Maritime  ICT-Based  Systems  [38]. 
Maritime projects that include cybersecurity-related 
tasks are also available, such as SFI AutoShip [39]. 
Moreover, in addition to the aforementioned projects, 
universities have established several academic 
positions in the interest of conducting research 
focused on maritime cybersecurity [40–45]. 
Furthermore, maritime cybersecurity centres have 
been established by universities as well as 
governmental or non-governmental organisations [46–
48]. Centres in service have conducted research 
activities to identify preventive measures to preclude 
cyber incidents in the maritime domain, given 
seminars, and provided training. Moreover, they take 
a role in monitoring, detecting, and responding to 
cyber incidents. 

Careful consideration of current IMO activities, 
research advances and tendencies leads to the logical 
conclusion that research on maritime cybersecurity 
will actively continue in the future. Accordingly, 
prudence dictates the necessity to identify ethical 
principles and discuss ethical dilemmas. 

4.1 Ethical Principles in Maritime Cybersecurity Research 

Maritime cybersecurity research should meet six 
ethical principles, which include integrity, 
professional responsibility, accountability, 
confidentiality, legality, and openness. 

4.1.1 Integrity 

Integrity refers to researchers’ truthfulness and 
honesty [17]. Three elements that a researcher must 
strictly avoid are fabrication, falsification, and 
plagiarism [49]. Fabrication refers to the invention of 
data or a case [50]. Falsification denotes the 
intentional distortion of data or results [50]. 

Plagiarism means the copying of ideas, data, or 
statements without citation [50]. 

Only individuals who contribute to the manuscript 
significantly should be named as authors. Ghost or 
gift authorships are not acceptable in academia. Ghost 
authorship means that although individuals make a 
significant contribution in terms of writing or revising 
a manuscript or in performing research, they are not 
listed  in  the  manuscript  as  authors [51]. Gift 
authorship is also known as honorary authorship and 
guest authorship. Gift authorship, which is the 
opposite of ghost authorship, refers to individuals 
who are named as authors in the manuscript even 
though they have not made a significant contribution 
to the manuscript [51]. 

The researcher must be honest regarding the data, 
results, and research objective in interpreting the 
research results. Findings should be explained fully. 
Bias and personal opinions must be avoided. The 
data, research process, and results must be examined 
multiple times to avoid potential errors in the study. 
Unpublished research results should not be used or 
presented without the permission of the other 
authors. Moreover, any publication that has been used 
in the research should be clearly cited. The quality of 
the paper should be considered, in particular. 
Potential conflicts of interest should be clearly 
declared [49]. Some authors publish their own articles 
in journals where they take in charge as the editor. 
This approach should be avoided. While a paper of 
another author is presented, this issue should be 
declared clearly in required slides or stated verbally at 
the beginning or end of the presentation. 

4.1.2 Professional Responsibility 

Given that maritime cybersecurity is a relatively 
new research field, fewer researchers are available in 
the field compared to other cybersecurity-oriented 
fields of study. The improvement of a research field 
depends on highly qualified researchers. Maritime 
cybersecurity is a challenging area featuring unusual 
devices comprising terrestrial or aerial systems, 
including the Electronic Chart Display and 
Information System (ECDIS), Inmarsat-C, e-Loran, 
Automatic Identification System (AIS), and the Global 
Maritime Distress Safety System (GMDSS). 
Researchers in the field should educate, train, 
recommend, support, and encourage other scholars 
who are at an early point in their careers to extend 
and improve the research field. Understanding of 
ethical issues as well as technical knowledge should 
be transferred. The researchers should also strive to 
attract young people from different backgrounds, 
such as electrical engineering, computer science, and 
maritime. 

Researchers should be selected according to their 
qualifications, including sea service, shore experience, 
enthusiasm, research productivity, and knowledge. 
Other personal characteristics should be disregarded, 
such as gender, sexual orientation, nationality, 
political view, and religious belief. The lead 
researchers should be fair and treat all members of the 
research group equally. 

Researchers should endeavour to familiarise 
themselves with national and international maritime 
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culture, including hierarchical structure, especially if 
the research is performed onboard with seafarers. A 
strict hierarchy might be implemented onboard due to 
national maritime culture (e.g. Turkish maritime 
culture). Inappropriate behaviour on the part of the 
researcher would not be taken lightly. 

4.1.3 Legality 

Each researcher is responsible for obeying local 
rules and regulations, like all other individuals. Some 
cybersecurity research could lead to a conflict with 
legislation. Several types of components onboard 
ships use wireless communication protocols, such as 
satellite or very high frequency (VHF) 
communications. One such component is the Global 
Positioning System (GPS), which is a type of Global 
Navigation Satellite System (GNSS) technology 
developed by the USA to facilitate detecting the 
position of the vessel employing this tool. A GPS 
receiver can be adversely affected by jamming attacks 
[52]. Thus, it is a matter of concern that several types 
of GPS jamming devices are currently available on the 
market [53]. However, the use of such devices may be 
prohibited by legal authorities of states like in the 
USA [54]. Therefore, researchers must be fully 
familiar with legal issues before beginning a study. If 
required and if possible, the researcher must contact 
legal authorities to obtain the requisite permissions. 

All requirements that are stipulated in signed 
agreements must be followed. For example, many 
industries employ non-disclosure agreements (NDAs) 
[55], such as the NDA established between the 
Norwegian Maritime Cyber Resilience Centre 
(NORMA Cyber) and the MarCy project to enable 
information sharing and support common situational 
awareness. Furthermore, maritime cybersecurity-
related research projects may involve industry 
partners. Examples of industrial partners in such 
projects include the Naval Group in Cyber-MAR, 
NAVTOR in CySiMS-SE, and Kongsberg Defence and 
Aerospace in MarCy. Various cyber vulnerabilities in 
the products developed by partners might be detected 
during a study. In such a case, any action taken must 
follow the signed agreements. 

A researcher should neither exploit nor allow any 
other person to exploit a detected vulnerability. In the 
case of such a situation, legal authorities, as well as 
maritime authorities, if required, should be informed 
immediately of all considerations involving the 
potential harms of the exploitation. 

4.1.4 Accountability 

Researchers are also accountable to take all 
possible protective actions before starting a study. The 
study methodology should minimise all potential 
risks, including asset (e.g. cargo, vessel, and 
component) or environmental damage and safety 
hazards. During a study, the researcher should care 
for the components onboard a ship and avoid 
damage. Any damage to a component, such as ECDIS, 
gyro compass, and AIS, can lead to a loss of the 
vessel’s seaworthiness. Thus, the sailing of the vessel 
could be forbidden by maritime authorities (e.g. port 
state or flag state authorities) until the damaged 

components are fixed. Mooring the vessel in port may 
result in mooring costs or penalties due to charter 
party agreements. Moreover, services needed to repair 
a damaged component may be costly in terms of both 
time and money. In such a case, the researcher might 
be accused of negligence. Additionally, the researcher 
or sponsoring institution may be held accountable to 
pay costs or repair any damage to marine systems 
[15]. 

A research project may affect more than a single 
vessel, possibly even many vessels in a specific zone. 
For instance, as research concerning GNSS may affect 
the GNSS systems of many vessels in the zone, the 
research project could precipitate a potential marine 
accident in the zone. Thus, before starting a study, 
researchers must lay the appropriate groundwork due 
to their accountability to consider many different 
aspects involved, such as vessel traffic, sea and 
weather conditions, voyages, charter party 
agreements, and asset value, before starting a study. 

Each researcher is totally accountable for his own 
contribution to the research. Accordingly, the 
researcher should be able to explain and defend the 
study, including the selected method, findings, tools 
and data. 

4.1.5 Confidentiality 

Maritime companies might avoid disclosing the 
onboard cyber incidents their vessels have 
encountered because of commercial concerns. Besides 
commercial vessels, warships can also experience 
cyber incidents; however, nations’ naval forces avoid 
publicising such incidents because of national security 
concerns. Accordingly, incidents should not be shared 
without the permission of the related parties. 

Scholars may conduct studies in collaboration with 
elements of the maritime industry. For instance, 
vessels in service can be used to conduct pen tests 
[56,57]. The results of such a pen test should not be 
available to anyone, including the crew on board, 
other than nominated staff in maritime companies and 
should not be published in any environment (e.g. 
academic article in a journal, or popular science paper 
in a magazine) without the permission of the maritime 
company. 

A study has the potential to discover cyber 
vulnerabilities in any onboard systems, which may 
endanger the safe navigation of the vessel [52,58]. 
After a paper's publication, malicious actors may 
exploit any vulnerabilities exposed by attacking 
vessels in service. A potential marine accident because 
of such a cyberattack may result in the loss of lives, 
injuries, and damage to the environment, cargo, and 
the vessel itself. Seaworthiness or the cargoworthiness 
of the ship may be lost. Therefore, before disclosing 
vulnerabilities in equipment, ethical researchers 
should inform the manufacturers while also allowing 
them time to eliminate the vulnerabilities in their 
products. 

The personal data of crew, passengers, and office 
staff associated with research should be strictly 
protected. Various research centres maintain research 
data, such as the Norsk Senter for Forskningsdata 
(NSD – Norwegian Centre for Research Data) in 
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Norway, which offers secure storage of research data. 
The centre archives a wide range of research data, 
allowing research-based access while protecting the 
privacy of individuals and organisations. 

4.1.6 Openness 

Researchers should always consider the well-being 
of the maritime industry with all stakeholders, such as 
IMO, seafarers, cadets, shipping companies, class 
societies, flag states, manufacturers, and any other 
governmental and non-governmental organisations. 
Moreover, researchers should maximise the research 
benefit, which includes what information should be 
disseminated, as well as how this should be done, as a 
significant topic. Research results should be shared 
with stakeholders using language that is suited to the 
appropriate technical level for the intended audience. 
General information aimed at the entire maritime 
community might entail publishing popular science 
papers in maritime magazines to explain cyber 
vulnerabilities. In contrast, academic articles, along 
with seminars and workshops, could target 
professionals working on maritime cybersecurity. 

Openness improves credibility and trust. A 
research report should clearly describe the 
implemented method as well as all tools used and the 
research findings. Moreover, the data set and 
developed tools used in the study should be shared 
through platforms (e.g. GitHub) if no restrictions are 
required (e.g. the necessity to prevent the selling of 
data sets or weaponisation of the tool). In this way, 
other researchers will be able to replicate the research 
using the same data and method to confirm the 
accuracy of the obtained results. Researchers should 
always be open to critique. 

Detected vulnerabilities in the components and 
actual cyber incidents in the maritime industry should 
be disclosed by remembering malicious actors who 
can exploit such vulnerabilities, as mentioned in 
section 4.1.5. This approach to information sharing 
can improve cyber resilience in the maritime industry. 

4.2 Ethical Dilemmas in Maritime Cybersecurity 
Research 

The field of maritime cybersecurity, like many 
research fields, includes various ethical dilemmas. 
Thus, an ethical committee in an organisation or, 
alternatively, an external ethical committee could be 
beneficial in coping with such ethical dilemmas [59]. 
Hence, this section explains ethical dilemmas relating 
to maritime cybersecurity studies. 

4.2.1 Research on State-Sponsored Cyberattacks 

Cybersecurity for states is another facet of national 
security. Cyberattacks may be performed for different 
military purposes, such as cyber espionage, 
surveillance, and disruption of the target systems [60]. 
Furthermore, civilians, including the attacking states 
in states’ own citizens, may be affected by state-
sponsored cyberattacks [15]. 

Civilian vessels are operated for a variety of 
purposes, including training, commercial, research, 

rescue, and so on. However, because of national 
defence research, many civilian vessels are affected by 
state-sponsored cyberattacks [8]. In 2019, the U.S.-
based non-profit Center for Advanced Defence 
Studies (C4ADS) released a report entitled Above Us 
Only Stars. According to this report, 1,311 civilian 
vessels were affected over a two-year period by 
Russian GNSS spoofing attacks [8]. Given that several 
navigation components on the bridge, such as AIS and 
ECDIS, require GNSS connection, the GNSS system is 
of critical importance in terms of the safe navigation 
of the vessels. Such cyberattacks may cause loss of 
seafarer lives, environmental pollution, and asset 
damage as a result of a marine accident. Another 
reason states may engage in cyberattacks is to gather 
information from other countries. For example, the 
Danish Maritime Authority was subjected to 
cyberattack for two years [61]. According to the 
Danish Defence Intelligence Service (Forsvarets 
Efterretningstjeneste), these attacks were carried out 
by Chinese officials who were attempting to capture 
sensitive information about Danish maritime 
companies and the country’s merchant navy [62]. 

As this discussion has shown, civilian vessels and 
the private marine industry are potential targets of 
state-sponsored attacks. Thus, the question arises as to 
whether research supporting the development of 
novel cyberattack methods for the benefit of the 
researcher’s own country is even ethical. 

4.2.2 Developing Services and Tools 

Services and tools that are developed for security 
assessment may be accessible to anyone. However, 
such services and tools can help malicious actors, in 
addition to system administrators, detect insecure 
systems. Thus, developing and launching these 
services leads to ethical dilemmas. [63] 

Internet services that allow for continuous 
monitoring, such as Shodan.io and Censys.io, are 
available to support system administrators. These 
services scan the internet constantly and provide 
results on their websites. Users of these services can 
obtain the results they need through a full-text search. 
A Very Small Aperture Terminal (VSAT) onboard a 
ship offers two-way satellite communications for 
internet, data and telephony [64]. As previously 
mentioned, Shodan.io is available to support 
researchers and system administrators alike. 
Additionally, because Shodan.io also provides VSAT-
related results, a malicious actor may exploit the 
results that this service publishes [65].  

Vulnerability detection tools are useful for security 
analysts who can take precautions against cyber risks. 
However, the tools offer equally effective weapons for 
attackers, even though they do not constitute harmful 
software on their own. Tools can be developed for a 
study and distributed on public platforms (e.g. 
GitHub) as part of a scientific publication. However, it 
bears repeating that malicious actors can exploit such 
tools as weapons. 

Various tools have been developed for security 
assessment of marine systems in particular, such as 
the BRidge Attack Tool (BRAT) [66]. Because of the 
possibility of attacks that target systems on the bridge, 
the authors of the BRAT might prefer not to share the 
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details of this tool in the open literature. In another 
study, the researchers only partially shared 
information in GitHub about tools used in AIS 
vulnerability research because of the risk of 
weaponisation [58,67]. 

4.2.3 Sharing Details of Actual Cyber Incidents 

Information sharing about actual cyber incidents 
can be fruitful to enhance awareness, decrease 
vulnerabilities, manage risk, and improve cyber 
resilience [68]. Stakeholders in the maritime industry 
may take a position against potential cyberattacks or 
contribute to mitigation. Contrariwise, malicious 
actors can also realise the vulnerability and possibly 
attack other potential victims in the industry by 
exploiting the disclosed vulnerability. Cyber incident 
reports consist of various information types, such as 
threats, vulnerabilities, measures, recommendations, 
and analysis [69]. Besides their intended uses, such 
reports may also be used as training material by 
malicious actors intending an attack. 

In one case, a malicious actor took full control of 
the navigation system of a container vessel for 10 
hours [7]. No technical details from this incident are 
available in the open literature. Nevertheless, because 
many vessels might have similar vulnerabilities, the 
same type of attack is also a danger to their safe 
navigation. Disclosing the details would have 
compelled other companies in the maritime industry 
to take precautions against the vulnerability. 
Contrariwise, disclosing the attack details bears the 
risk of attracting other potential attackers, who could 
use such details to exploit the exposed vulnerabilities. 
These reasons underlie the difficulty in deciding what 
information about an actual cyber incident to share in 
a research paper [69]. 

4.2.4 Other Dilemmas 

As previously mentioned, a research project might 
be performed with the collaboration of product 
developers. A stakeholder in such a project may 
request a vulnerability analysis for a specific marine 
component that they neither use nor produce. It is 
highly possible that such a product could be related to 
a competitor. Because a researcher cannot ensure how 
the stakeholder will use a possible vulnerability that is 
detected, accepting or rejecting such a request by the 
researcher represents a conflict. [70] 

During a research investigation, the researchers 
may detect a critical vulnerability in a component. 
Even when researchers allow the vendors time to 
correct the problem, the manufacturers might not fix 
the issue or disclose it for various reasons, such as fear 
of loss of reputation or a negative financial impact on 
the company. Such a potential vulnerability may open 
the possibility for marine incidents to occur, leading 
to harm to seafarers, vessels, or the environment. In 
the event of an agreement between the parties (e.g. an 
NDA), the agreement might hamper the ability to 
inform the maritime community about potential 
vulnerabilities. 

One of the foremost conflicts in cybersecurity is 
situated between personal privacy and security 
[71,72]. For example, VSAT technology has made the 

internet more accessible to seafarers today. 
Cybersecurity research on a live ship network may 
make seafarers’ sensitive data more accessible to 
researchers. Specifically, such research may involve 
logging, monitoring, and analysing seafarers’ 
activities in the network, including their internet 
activity. 

5 CONCLUSION 

Maritime cybersecurity has attracted increasing 
attention, accelerating in recent years, as illustrated by 
the growth indicated by Google Trends on this topic. 
This growing focus underlines the potential benefit of 
investigating ethical issues associated with maritime 
cybersecurity research. This study examined maritime 
cybersecurity in terms of ethical issues, including 
ethical principles and ethical dilemmas. Key ethical 
principles identified were integrity, professional 
responsibility, legality, accountability, openness, and 
confidentiality. Ethical dilemmas were also described, 
such as ethical dilemmas in developing tools and 
services, conducting research in support of state-
sponsored cyberattacks, and sharing details in a 
research paper concerning cyber incidents that have 
occurred. 

Sharing the details of an actual cyber incident is a 
necessary component of preventing potential further 
cyberattacks. However, the details should be 
restricted to a specific group, with carefully selected 
group members, to prevent such information from 
being exploited by malicious actors. Such a group 
may also share developed tools for cybersecurity 
assessment onboard vessels for use in further studies. 
In practice, developers currently do not share such 
tools in the open literature in order to preclude 
malicious usage. For this reason, researchers should 
request any needed tool from developers directly if 
required. However, developers cannot ensure the 
proper use of such developed tools. 

During the research process, the differences 
between the membership levels public users and IMO 
Secretariat (Maritime Knowledge Centre) were evident in 
the IMODOCS. Circulars, meeting documents, and 
programmes are open to all users. However, circular 
letters, meeting audio-recordings, notes verbales, and 
treaties are additional areas accessible via the account 
setting of IMO Secretariat (Maritime Knowledge Centre). 
In particular, meeting audio-recordings are useful, 
especially in that they provide the ability to hear the 
discussions of member states in the IMO meetings. 
Future studies may find such discussions regarding 
maritime cyber security invaluable in their 
investigations. 

Ethics can be considered as the public conscience. 
Thus, when a conflict arises without an obvious 
solution, working out the appropriate resolution may 
involve choosing to take the “right” action over what 
might appear at first glance to be the expedient 
answer. 
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